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Sustained attention is a fundamental cognitive process that can be decoupled from distinct
external events, and instead emerges from ongoing intrinsic large-scale network interdepen-
dencies fluctuating over seconds to minutes. Lapses of sustained attention are commonly asso-
ciated with the subjective experience of mind wandering and task-unrelated thoughts. Little is
known about how fluctuations in information processing underpin sustained attention, nor how
mind wandering undermines this information processing. To overcome this, we used fMRI
to investigate brain activity during subjects’ performance (n=29) of a cognitive task that was
optimized to detect and isolate continuous fluctuations in both sustained attention (via motor
responses) and task-unrelated thought (via subjective reports). We then investigated sustained
attention with respect to global attributes of communication throughout the functional archi-
tecture, i.e., by the segregation and integration of information processing across large scale-
networks. Further, we determined how task-unrelated thoughts related to these global informa-
tion processing markers of sustained attention. The results show that optimal states of sustained
attention favor both enhanced segregation and reduced integration of information processing
in several task-related large-scale cortical systems with concurrent reduced segregation and en-
hanced integration in the auditory and sensorimotor systems. Higher degree of mind wandering
was associated with losses of the favored segregation and integration of specific subsystems in
our sustained attention model. Taken together, we demonstrate that intrinsic ongoing neural
fluctuations are characterized by two converging communication modes throughout the global
functional architecture, which give rise to optimal and suboptimal attention states. We discuss
how these results might potentially serve as neural markers for clinically abnormal attention.
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Significance Statement

Most of our brain activity unfolds in an intrinsic manner,
i.e., is unrelated to immediate external stimuli or tasks. Here
we use a gradual continuous performance task to map this

intrinsic brain activity to both fluctuations of sustained atten-
tion and mind wandering. We show that optimal sustained
attention is associated with concurrent segregation and in-
tegration of information processing within many large-scale
brain networks, while task-unrelated thought is related to
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sub-optimal information processing in specific subsystems
of this sustained attention network model. These findings
provide a novel information processing framework for inves-
tigating the neural basis of sustained attention, by mapping
attentional fluctuations to genuinely global features of intra-
brain communication.

Introduction

Cognition arises from the interplay between short- and
long-range communication throughout the brain, supported
by a robust intrinsic network architecture typically measured
during wakeful rest (Smith et al., 2009). These intrinsic net-
work interdependencies fluctuate in an ongoing manner over
seconds and minutes and are not locked to immediate sen-
sory input (Coste et al., 2011; Sadaghiani & D’Esposito,
2015). One fundamental cognitive function that per defini-
tion is self-emergent and not bound to task structure is sus-
tained attention , the ability to maintain attention over pro-
longed periods of time (Esterman & Rothlein, 2019; Forten-
baugh et al., 2015). Sustained attention varies widely from
moment to moment, and its associated behavioral fluctua-
tions are thought to be linked to fluctuations of this intrin-
sic network architecture (Esterman et al., 2013; Kucyi et
al., 2018). Mind wandering, often referred to as stimulus-
independent and task-unrelated thought, is a common corre-
late of sustained attention and accompanies attentional lapses
(Smallwood & Schooler, 2006), as reflected in more variable
behavior or erroneous responses during sustained attention
tasks (Bastian & Sackur, 2013), a go/no-go task (Stawarczyk
et al., 2011) and an executive-control task (McVay & Kane,
2009). However, it is unresolved how the neural signature of
objective measures of sustained attention is affected by mind
wandering (Kucyi et al., 2016).

Sustained attention is not reliant on a limited set of spe-
cific brain regions but instead rather relies on the coordina-
tion of many large-scale networks (D. Godwin et al., 2015;
Posner & Rothbart, 2007; Sadaghiani et al., 2015). With
regard to mind wandering, on the one hand it is frequently
linked to the default mode network: state mind wander-
ing has been linked to the default mode network (Andrews-
Hanna et al., 2010; Christoff et al., 2009; Mittner et al., 2014;
Stawarczyk et al., 2011), while trait mind wandering is re-
lated to connectivity between the DMN and fronto-parietal
control network as well as to connectivity within the DMN
(C. A. Godwin et al., 2017; Golchert et al., 2017; Kucyi &
Davis, 2014; OCallaghan et al., 2019). However, there is
work arguing that task unrelated thought is related to acti-
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vation in regions adjacent to unimodal sensorimotor cortex
(Sormaz et al., 2018). With regard to objective measures of
sustained attention, several attempts have linked sustained at-
tention to patterns of whole-brain node-to-node connectivity
(Castellanos & Proal, 2012; Rosenberg et al., 2016). How-
ever, rather than reveal a genuinely global attribute of brain
communication, these studies capitalize on machine learning
and selection of predictive connections, agnostic to their im-
plications for information processing.

Global attributes of intra-brain communication have been
less commonly investigated with regard to sustained atten-
tion. These attributes are generally mapped with graph theo-
retical approaches, e.g., by means of global efficiency (Stan-
ley et al., 2015) or graph spectral entropy (Sato et al., 2013).
An alternative and prominent approach is to map informa-
tion processing as the degree of connectivity within tight-knit
communities, often measured with the within-module de-
gree z-score (Fortunato, 2010; Newman, 2006) and the diver-
sity of connectivity across those communities, as sometimes
measured by the participation coefficient. Thus, these mea-
sures are complementary, and a potentially ideal approach
to map both global and local aspects of the intrinsic func-
tional architecture. While a variety of integration measures
have been used to investigate the network structure during
cognitive tasks, the participation coefficient has become in-
creasingly popular. However, few studies have investigated
neural information processing with respect to both integra-
tion and segregation. (Cohen & D’Esposito, 2016; Shine et
al., 2016). While in the majority of cognitive tasks, higher
integration levels favor better performance (Shine & Pol-
drack, 2018), vigilance and motor learning tasks have fa-
vored enhanced segregation (Shine et al., 2016 and Bassett
et al., 2015, respectively). In fact, Shine and Poldrack (2018)
also stressed that some tasks may rely on higher segrega-
tion, such as sustaining attention, and that the role of integra-
tion/segregation may vary across different aspects of atten-
tion, given its multiple facets (directed vs diffuse; endoge-
nous vs exogenous; local vs global; overt vs covert; visual
vs corporeal; see Shine & Poldrack, 2018). Critically, re-
search relating integration and segregation to cognitive func-
tions that are not bound to the task structure (i.e., vigilance,
sustained attention or mind wandering) is quite limited. One
study found attentional lapses to be related to reduced seg-
regation of the default mode network (DMN) and visual net-
work, which was interpreted as favored encapsulation from
other networks (Sadaghiani et al., 2015).

To conceptually advance our understanding of how sus-
tained attention is linked to these global attributes of intra-
brain communication, and thus modes of information pro-
cessing, we utilize a unique gradual onset continuous perfor-
mance task developed to map ongoing intrinsic fluctuations
of sustained attention and mind wandering during fMRI (Es-
terman et al., 2013; Esterman et al., 2014; Fortenbaugh et al.,
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2015; Fortenbaugh et al., 2018; Kucyi et al., 2016). Subjects
had to constantly respond to frequent targets and withhold re-
sponse for rare targets while stimuli slowly transitioned. This
way, stimulus-evoked effects were kept minimal and created
a constant (background) state of readiness.

This design enabled us to investigate how fluctuations of
sustained attention relate to fluctuations of two brain infor-
mation processing modes: segregation, defined as the degree
of within-community functional connectivity, and integra-
tion, defined as the diversity of cross-community functional
connectivity. Our findings suggest that mapping these in-
formation processing modes via large-scale intrinsic network
interdependencies can provide novel insights into how they
underpin both fluctuations of sustained attention and mind
wandering.

Material and Methods

Participants

Twenty-nine healthy, right-handed adults (13 males, 16
females; mean age = 26.7; SD= 3.9) provided written in-
formed consent for procedures, which was approved by the
Partners Human Research Institutional Review Board. The
gradCPT was presented with nine self-paced thought-probes
in each of four fMRI runs, using a 3T Siemens CONNEC-
TOM scanner with 64-channel head coil. These data were
published in a previous manuscript (Kucyi et al., 2016) using
completely orthogonal set of preprocessing, analyses and re-
search aims. Additional study details can be found in (Kucyi
et al., 2016).

Preprocessing

We performed preprocessing of the fMRI data using FM-
RIPREP version 1.3.0 (Esteban et al., 2019). Preprocess-
ing steps included realignment, co-registration, segmentation
of T1-weighted structural images, normalization to Montreal
Neurological Institute (MNI) space. Many internal opera-
tions of FMRIPREP use Nilearn (Abraham et al., 2014),
principally within the BOLD-processing workflow. For more
details about the pipeline see https://fmriprep.readthedocs.
io/en/latest/workflows.html. The BOLD signal time courses
were extracted with spatial smoothing using an isotropic
Gaussian kernel of 5 mm full-width at half-maximum from
264 ROIs. To remove several sources of spurious vari-
ance, we used linear regression with 9 regression parame-
ters, including six motion parameters, average signals over
the whole brain, white matter, and cerebrospinal fluid. We
finally applied a high-pass (0.01 Hz cutoff) temporal filter to
remove intrinsic scanner-related low frequency signal drift.
The software nilearn/scikit-learn in Python (Abraham et al.,
2014) was used for denoising. For the analysis of connectiv-
ity matrices, region of interests (ROIs) were delineated ac-
cording to a 264-node gray matter atlas (Power et al., 2011).

The 264 ROIs were defined as 4-mm spheres around the cen-
ter coordinates that were determined in the previous studies
(Power et al., 2011).

Task paradigm

We utilized a well-validated sustained attention task (Es-
terman et al., 2013; Fortenbaugh et al., 2015; Fortenbaugh
et al., 2018; Kucyi et al., 2016) with a gradually changing
background state that maps attentional readiness for rare tar-
gets by monitoring both steady motor responses and subjec-
tive reports via intermittent thought probes (∼ every 44-60
seconds): as shown in Figure 1, gradually transforming city
scenes (frequent, ∼90%) and mountain scenes (rare; ∼10%)
were presented across four runs (∼9 min each), while sub-
jects were instructed to respond to frequent city scenes and
withhold response to rare mountain scenes. Transient task-
evoked influences were kept minimal due to varying long
intervals between targets while creating a continuous back-
ground state with slow gradual transitions (vs. abrupt onsets)
between scenes. The constant motor response enabled us to
map ongoing attentional fluctuations via behavior variability,
previously shown to be related to optimal (in the zone) and
suboptimal (out of the zone) states of sustained attention (Es-
terman et al., 2013; Esterman et al., 2014). Further, we used
an experience sampling approach with intermittent thought
probes assessing subjective states of mind wandering, previ-
ously shown to uniquely associate with brain activity above
and beyond task performance (Kucyi et al., 2016). Each of
the four runs was interrupted 9 times every 44-60s by the
thought probes.

Graph Construction

We use a graph analytic approach to describe information
processing throughout the functional connectome. A graphG
is defined by set of nodes V, connected by edges E. Nodes
represent the brain regions defined by a brain parcellation
and the edges represent the connection between those nodes.

Each edge ei j defines the functional connectivity between
nodes i and j, based on the Pearson correlation of the BOLD
time series. The Pearson correlation coefficients are Fisher
z-transformed, and all subsequent graph analyses were per-
formed on the resulting 36 signed, unthresholded adjacency
matrices AT for each individual subject, after removing neg-
ative edges. This is calculated individually for each sub-
ject and at each time T defined by the 36 pre-thought probe
blocks. These probes are of variable length (44-60s), thus
our analyses use the 40s interval before each probe, result-
ing in 1044 pre-thought probe blocks for all subjects (n=29).
Nodes are defined using the parcellations of the Power atlas
(Power et al., 2011), which describes 264 distinct brain re-
gions that have high homogeneity and do not share physical
boundaries. These specific qualities avoid overestimating the
local connectivities between brain regions. The Power atlas
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Figure 1
Schematic illustration of task design and time-resolved graph construction. (a) Task paradigm. Subjects were instructed to respond to fre-
quent gradually transforming city scenes. At unpredictable long intervals, rare targets (mountain scenes) required response inhibition. Every
44–60s, a self-paced thought-probe (bottom) is displayed instructing subjects to evaluate the degree of task focus just before appearance of
the thought-probe on a continuous scale (100 for “only task” and 0 for “only else”). (b) Node parcellations were based on an atlas by Power
et al. (2011) comprising cortical, subcortical and cerebellar regions (264 regions in total). Community detection was performed for every
pre-thought probe segment (40s) across all 36 task blocks separately. Node metrics were derived based on all possible partitions that were
constructed for each block separately.

is one of few atlases that is defined based both on functional
connectivity and studies of task activations, which is espe-
cially important for our present analyses. Further, this atlas
includes cortical, subcortical, and cerebellar regions. It ac-
curately assigns nodes into communities observed with other
approaches (e.g., at the voxel level), and these communities
have been widely used (Cole et al., 2013; Gu et al., 2015;

Power et al., 2011; Power et al., 2013).

Time-resolved community structure assignment

We performed a community detection based on the Lou-
vain algorithm (Blondel et al., 2008) implemented in the
Brain Connectivity Toolbox (Rubinov et al., 2009). A
modularity statistic Q is iteratively maximized for different
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community assignments until Q reaches its possible maxi-
mum. In this respect, the modularity estimate Q represents
a measure for the extent to which a graph can be subdi-
vided into community structures that display stronger within-
community connectivity than cross-community connectivity.

Qt =
1

d+
∑

i j

(
w+i j − e+i j

)
δMi M j −

1
d+ + d−

∑
i j

(
w−i j − e−i j

)
δMi M j

(1)
Equation 1 shows the Louvain modularity algorithm,

where d is the total weight of the network (sum of all con-
nections), wi j is the weighted and signed connection between
nodes i and j, ei j is the strength of a connection divided by
the total weight of the network, and δMi M j is set to 1 when
regions are in the same community and 0 when they are not
in the same community. The super-scripts + and − denote all
positive and negative connections, respectively. The Louvain
algorithm was applied 100 times on the same adjacency ma-
trix and across 60 different spatial resolution levels γ, which
we implemented using 0.1 < γ ≥ 6 in steps sizes of 0.1,
with the final partition decided based on the consensus par-
tition algorithm, with the highest agreement by the mutual
information criterion.

Integration

After assigning nodes to communities as described in the
above section, we calculated the participation coefficient BT

(Guimera & Amaral, 2005) for each node i as a measure of
the integration of information processing:

BiT = 1 −
NM∑
s=1

(
KisT

KiT

)2

. (2)

KisT is the degree of the positive connections of region i to
regions within its community s at time T , KiT is the degree
of all positive connections of region i at time T , and NM is
the total number of communities.

Intuitively, the participation coefficient BT measures the
distribution of edges of a node among the communities of
a graph. A node’s participation coefficient maximally ap-
proaches 1 if the sum of edge weights to each community
are equally distributed.

Segregation

To model the segregation of information processing, we
use the strength of within module connectivity, as defined by
the module-degree z-score WT (Guimera and Amaral, 2005),
where for each node i:

WiT =
KiT − K̄siT

σ(KsiT )
, (3)

where K̄iT is the degree of connections of region i to other
regions in its module, si, at time T , KS iT is the average of k

across all nodes in si and σ(KS iT ) is the standard deviation
of k in si at time T . Intuitively, the within module degree
z-score WT measures the strength of connections a node i has
to other nodes within its community relative to other nodes
in their community.

Time-varying partitions

Thompson et al. (2020) showed that the mapping of nodal
properties (e.g., segregation or integration) can lead to mis-
leading results, when not taking into account the temporal
fluctuations of communities. To address this issue, we com-
puted our nodal properties as the mean across all possible
community partitions across all time points (i.e., 36 pre-
thought probe blocks, each lasting 40s/37 volumes).

Behavioral predictors

Optimality of sustained attention was operationalized as
reaction time variability, derived from the latency of correct
responses to the frequent city scenes. Error responses (i.e.,
to rare mountain scenes) were excluded from this analysis.
Reaction time variability is a widely established marker of
sustained attention, and has also been used in gradual contin-
uous performance tasks (Esterman et al., 2013; Fortenbaugh
et al., 2015; Fortenbaugh et al., 2018; Kucyi et al., 2016).
The degree of mind wandering was operationalized by self-
reports during task-intermittent thought probes, where sub-
jects had to rate the degree to which their focus was on task or
on something else on a scale between 1-100 (see section Task
paradigm). Thought probes of this kind have been widely
used to map mind wandering (Christoff et al., 2009; Kucyi
et al., 2016; Stawarczyk et al., 2011).

Statistical analysis

Linear mixed-effects (LME) regression (Baayen et al.,
2008) models were used to predict measures of global brain-
connectivity based on behavioral markers of sustained atten-
tion. Specifically, we fit two separate linear mixed effects
models (model I and II; see Table A2), predicting one of
two dimensions of information processing: integration (BT ;
model I) and segregation (WT ; model II). The model’s de-
pendent variables (integration and segregation) are based on
all 36 pre-thought probe blocks, derived on a subject level,
resulting in 1044 pre-thought probe blocks in total. By using
subject assignment as a random intercept, inter-individual
differences in integration and segregation were taken into ac-
count. We followed a step-wise approach, including a predic-
tor if it significantly improved the model fit (p < .05), using
an ANOVA on the log-likelihood ratio of the two models.
For interactions, the main effects were kept in the model fol-
lowing the principle of marginality. Statistical analysis was
performed using the lme4 package (Bates et al., 2014) in R.
As possible predictors, we used the putative assignment of
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nodes to higher-order systems (i.e., canonical networks com-
prised of multiple nodes) provided by the Power atlas (Power
et al., 2011). All behavioral variables were centered within
subjects and the dependent variables (segregation and inte-
gration, respectively) were referenced to the grand mean, i.e.
the mean of segregation or integration across all 264 nodes.

As a behavior predictor, we used the standard deviation
of reaction times (RT-SD) for each pre-though probe block.
This measures behavioral variability, which is a widely estab-
lished marker of sustained attention (Esterman et al., 2013;
Fortenbaugh et al., 2015; Fortenbaugh et al., 2018; Kucyi
et al., 2016). We refer to these two models as sustained
attention models. In subsequent analyses, we investigated
whether the two sustained attention models were improved
by the inclusion of degree of task-unrelated thought (mind
wandering) as a predictor, since the degree of mind wan-
dering is known to be a contributor to sustained attention
(Barkley, 1997; Kucyi et al., 2016). We further investigated
head motion as a possible confound (see section head mo-
tion). The final models predicting integration or segregation
respectively included a 2-way interaction between behavioral
variability (RT-SD) and network assignment (Table A1). Fur-
ther, degree of mind wandering significantly interacted with
behavioral variability and network assignment resulting in a
3-way interaction between, RT-SD, degree of mind wander-
ing and network assignment (Table A2).

Confidence intervals were bootstrapped with 1000 iter-
ations and p-values were computed via Wald-statistics ap-
proximation (treating t as Wald z). While we report p-values,
note that significance testing and the interpretability of re-
sulting p-values is highly debated in mixed-effects model-
ing (for discussion see Baayen et al. (2008)). Previous work
has suggested that correction for multiple comparisons is
not mandatory within mixed-effects modeling (Gelman et al.,
2012), however we report p-values with and without correc-
tion for multiple comparisons. Corrections for multiple test-
ing were performed with the false discovery rate (FDR) pro-
cedure for 11 hypotheses (11 networks) (Benjamini & Yeku-
tieli, 2001).

Rich/diverse hubs of sustained attention

Rich hubs of optimal attention refer to nodes that exhibit
high within-network connectivity (segregation) with optimal
attention, and diverse hubs of optimal attention refer to nodes
exhibiting high between-network connectivity (integration)
with optimal attention. Diverse and rich hubs of low sus-
tained attention vs. high sustained attention were based on a
cutoff of our estimates of the interaction term between node
assignment and reaction time variability (positive and nega-
tive association) of a linear mixed effects model predicting
the node integration BT or node segregation WT . We de-
termined knee points as cut-offs where the sorted estimates
showed a steep increase and steep decrease. The knee point

function in Matlab operates by walking along the curve by
one bisection point at a time. It fits two lines, one to all the
points to left of the bisection point and one to all the points
to the right of the bisection point. Finally, the knee point is
judged to be at a bisection point which minimizes the sum of
errors for the two fits.

Results

We utilized a well-validated sustained attention task (Es-
terman et al., 2013; Fortenbaugh et al., 2015; Fortenbaugh
et al., 2018; Kucyi et al., 2016) creating a background state
to map both sustained attention and task-unrelated thoughts
to two global information processing modes- segregation and
integration- using graph analyitic tools.

Task performance

During gradCPT, fluctuating levels of reaction time (RT)
variability are a marker of attentional state (Esterman et al.,
2013; Esterman et al., 2014; Fortenbaugh et al., 2018). As is
commonly observed, subjects with higher RT variability had
higher rates of attentional lapses, or errors to rare mountain
targets (r = .69, p < .001). As observed previously, subjects
with higher mean off-task rating across all thought-probes
had higher reaction time (RT) variability (r = 0.58, p < .001)
and attention lapse (error) rate (r = .36, p = .058), but not
differential mean RT (r = .11, p = 0.58; see Fig. A1). Of
particular relevance to the current study, on a within-subject
level, the degree of mind wandering was positively related
to behavioral variability (R = .16) and this effect was sig-
nificantly different from zero based on a one sample t-test
(T28, p = .003; see Fig. A3), as shown previously in this
data set (Kucyi et al., 2016). This suggests that within in-
dividuals, behavioral variability was modestly coupled with
degree of mind wandering. Together these findings suggest
that RT variability is an objective marker of attentional state,
and further that mind wandering contributes to suboptimal
sustained attention.

Graph Analysis

In order to determine how fluctuations in sustained atten-
tion relate to alterations of the intrinsic functional architec-
ture, we isolated time series segments of 40 seconds preced-
ing each thought probe (from here on called block), result-
ing in a total of 36 blocks per subject (4 runs with 9 blocks
each). For each block and subject separately, we then used
graph theoretical analysis to identify the community struc-
ture of the brain connectome (Rubinov & Sporns, 2010).
Next, we determined a) the diversity of the distribution of ev-
ery brain region’s connections, or integration between these
communities quantified by the participation coefficient (BT )
and b) the degree of connections within each of the com-
munities, or segregation quantified by the modularity degree
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Figure 2
Sustained attention network (SAN) model based on two modes of information processing across the whole-brain connectome, the diversity
of cross-community connectivity (BT ) and degree of within-community connectivity (WT ). (a) and (b) display the interaction effect of
RT variability (dichotomized into optimal and sub-optimal sustained attention, corresponding to low and high variability, respectively) and
network assignment for a linear mixed effects model predicting BT and WT . The dichotomization of RT variability (performed using a median
split) was only for visualization purposes, whereas the original models used a continuous variable. (c) and (d) display the interaction effect
of RT variability, degree of mind wandering, and network assignment for a linear mixed effects model predicting BT and WT , respectively.
(e) Brain maps showing nodes that exhibit over-proportionally enhanced integration and reduced segregation (green; here called diverse
hubs of sustained attention) and nodes that exhibit over-proportionally enhanced segregation and reduced integration (purple; here called
rich hubs of sustained attention). Significance levels: ∗p < .05, ∗ ∗ p < .01, ∗ ∗ ∗p < .001.

(WT ; Guimera & Amaral, 2005); see Fig. 1 and Materials
and Methods). Integration and segregation were moderately
correlated within subjects (mean R = −0.43) and this effect
was significantly different from zero (one sample t-test; T28,
p < .001; Fig A2). There was only a weak between-subjects
correlation between integration and segregation (R=-0.06)
respectively. The results suggest that integration and segre-
gation convey non-redundant information, although they are
related to each other.

Sustained Attention network model

First, we investigated if the segregated and integrated
information processing modes within large-scale networks
across the whole-brain connectome varied with fluctuations
of sustained attention. There was a significant interaction be-
tween network assignment and reaction time variability for
both models predicting the integration (BT ) and segregation
(WT ) of information processing, respectively (Table A1 and
Figure 2).

All networks that showed a significant interaction with at-
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tention in the model predicting integration (BT ; Fig. 2a and
Table A1) respectively, showed the opposing directionality in
the model predicting segregation (WT ; Fig. 2b ). Specifically,
with reduced RT variability (optimal attention), networks ex-
hibited enhanced integration and reduced segregation in the
auditory (βBT = −.09; 95% CI: [−.13,−.06], p < .001,
pFDR < .001; βWT = .26; 95% CI: [.23, .29], p < .001,
pFDR < .001) and sensorimotor networks ( βBT = −.09; 95%
CI: [−.12,−.07], p < .001, pFDR < .001; βWT = .18; 95% CI:
[.16, .20], p < .001,pFDR < .001; see Figure 2a).

Conversely, optimal attention was reflected in concur-
rently reduced integration and enhanced segregation in the
salience (βBT = .06; 95% CI: [.02, .10], p = .001;, pFDR =

.002 βWT = −.07, 95% CI: [−.10,−.04], p < .001, pFDR <

.001), cingulo-opercular (βBT = .13, 95% CI: [.09, .16],
p < .001;, pFDR < .001 βWT = −.13, 95% CI: [−.16,−.10],
p < .001, pFDR < .001), dorsal attention (βBT = .17; 95%
CI: [.13, .20], p < .001;, pFDR < .001 βWT = −.17, 95% CI:
[−.20 − .14], p < .001, pFDR < .001), and visual networks
(βBT = .07; 95% CI: [.03, .10], p < .001, pFDR = .001;
βWT = −.05, 95% CI: [−.08,−.02], p = .002, pFDR = .002;
see Figure 2b).

Additional networks showed an interaction between seg-
regation of information processing and attentional state.
Specifically, optimal attention predicted lower segregation in
the subcortical and ventral attention networks (subcortical:
βWT = .07, 95% CI: [.04, .10], p < .001, pFDR < .001;
ventral attention: βWT = .06, 95% CI: [.03, .09], p < .001,
pFDR < .001).

Overall, these findings indicate that optimal sustained
attention arises from reduced network cross-talk (integra-
tion) and greater within-network communication (segrega-
tion) in task-relevant networks, including salience, cingulo-
opercular, dorsal attention, and visual. In contrast, opti-
mal attention predicted greater network cross-talk (integra-
tion) and reduced within-network communication (segrega-
tion) in auditory and sensorimotor networks. Additionally,
the results indicate that both communication modes are in-
versely related to each other, such that networks exhibiting
higher/lower integration inversely show lower/higher segre-
gation varying with sustained attention. While both informa-
tion processing modes converge with respect to many puta-
tive systems, the segregated mode of information processing
extends to additional systems, not apparent for the integrated
mode of information processing, including the subcortical
and ventral attention networks.

Contribution of mind wandering on SAN model

Now that we established our global SAN model with an
objective measure of sustained attention, we investigated
how this neural signature of sustained attention is further ex-
plained by self-reports of mind wandering, one of many con-
tributors to sustained attention (Esterman & Rothlein, 2019).

In line with previous research, we used intermittent thought
probes asking subjects to rate on a continuous scale between
0 and 100 the degree of their on-task focus (“To what de-
gree was your focus on the task or on something else?”).
The degree of mind wandering significantly interacted with
reaction time variability and network assignment of nodes,
both within our integration (BT ) and segregation (WT ) mod-
els. Specifically, in our integration model, only the visual
system interacted significantly with RT variability and mind
wandering, in that the favored reductions of integration lev-
els associated with optimal sustained attention were lost with
higher mind wandering and preserved with lower mind wan-
dering (βBT = −.034, 95% CI: [−0.08,−.00], p = .034,
pFDR = .377; see Fig. 2c). In other words, when optimal
performance accompanied greater mind wandering, reduced
visual network integration was not observed.

In our segregation model the subcortical network lost its
favored segregation mode (lower segregation with optimal
attention) when degree of mind wandering was high (βWT =

−.05, 95% CI: [−0.08,−.02], p < .001, pFDR p = .001; see
Fig. 2d). Similarly, auditory and sensorimotor networks re-
duced their favored segregation mode when mind wander-
ing was high (auditory: βWT = −.03, 95% CI: [−.06,−.00],
p = .046, pFDR = .072; sensorimotor: βWT = −.03, 95% CI:
[−.05,−.01], p = .005, pFDR = .010; see Fig. 2d). Addition-
ally, the default mode network, which did not interact with
optimal attention alone, showed a significant interaction with
reaction time variability and mind wandering in that at low
levels of mind wandering, optimal attention predicted higher
segregation (akin to task-related networks), but at high levels
of mind wandering this relationship was absent βWT = .04;
95% CI: [.01, .07], p = .01, pFDR = .019; Fig. 2d). Similarly,
the fronto-parietal network showed a significant interaction
with reaction time variability and mind wandering, in that
at low levels of mind wandering, optimal attention predicted
higher segregation (akin to task-related networks), but at high
levels of mind wandering this pattern reversed (βWT = .04;
95% CI: [.01, .07], p = .015, pFDR = .025; see Fig. 2d).
Thus, when optimal performance accompanied greater mind
wandering, the favored pattern of segregation across a num-
ber of networks was muted or even reversed.

Taken together, these findings suggest that mind wander-
ing drew on only a subset of systems within our SAN model,
and higher mind wandering generally undermined their fa-
vored integration or segregation mode during optimal sus-
tained attention. Thus, these information processing markers
of optimal sustained attention were strongest when objective
and subjective measures converged, albeit only in select net-
works. Similar patterns were observed using an alternative
parcellation (Schaefer et al., 2018), particularly with regard
to segregation (see Supplementary Figure A4).
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Head motion

Head motion can be a significant confound in graph anal-
yses (Power et al., 2014; Siegel et al., 2017). In the
present study, frame-wise displacement was relatively low
(0.1mm ± .03mm). To investigate, if our results were possi-
bly confounded with head motion, we constructed a mixed-
effects model predicting integration or segregation separately
with the inclusion of frame-wise displacement as a predictor
for each individual block for each subject separately. We
included subject assignment as a random intercept, thereby
taking into account inter-subject variability. There was no
significant effect for framewise displacement neither for seg-
regation (p=0.5549) nor integration (p=0.5465). We further
investigated if head motion would interact with fluctuations
of attention. To test this, we investigated if frame-wise dis-
placement for each single block would interact with reaction
time variability. For the models predicting segregation or in-
tegration, there was no significant effect for framewise dis-
placement (segregation: p = .7667, integration: p = .0705).
We repeated the same analysis with degree of mind wander-
ing and found no significant impact on the model fit (segre-
gation: p = .6011, integration: p = .5209).

Rich and diverse hubs of sustained attention

Lastly, we sought to isolate nodes that were sensitive to
fluctuations of sustained attention with respect to these two
modes of information processing. To this aim, we con-
structed our models at the node level and used a ranked cut-
off metric (see Material and Methods). Nodes that exhibited
concurrently higher segregation and lower integration with
optimal sustained attention (here called rich hubs of sus-
tained attention) were predominantly located in 1) the left-
hemispheric superior and inferior frontal lobe belonging to
the default mode and cingulo-opercular network, 2) bilateral
supplementary motor nodes within the cingulo-opercular and
salience networks, 3) sensorimotor nodes within postcentral
areas, and 4) the bilateral calcarine in the visual network (see
Fig. 2e and table Table A3). Nodes that exhibited concur-
rently higher integration and lower segregation with optimal
sustained attention (here called diverse hubs of sustained at-
tention) were predominantly located in bilateral para/post-
central regions within the sensorimotor network, and within
the rolandic operculum and temporal regions belonging to
the auditory network (see Fig. 2e and Table A4). Overall,
these findings are consistent with our network SAN model,
that optimal sustained attention arises from reduced network
cross-talk (integration) and greater within-network commu-
nication (segregation) in rich hubs predominantly in task-
relevant networks. Additionally, optimal sustained attention
significantly predicted increased network cross-talk (integra-
tion) and reduced within-network communication (segrega-
tion) in diverse hubs predominantly in auditory and sensori-

motor networks.

Discussion

In this study we investigated how sustained attention and
mind wandering - two cognitive entities that per definition
can be self-emergent and not bound to task structure - re-
late to ongoing fluctuations of the intrinsic functional archi-
tecture. We formulate a sustained attention network (SAN)
model derived from genuinely global attributes of brain com-
munication, i.e., the segregation and integration of informa-
tion processing throughout large-scale networks (Guimera &
Amaral, 2005; Newman, 2006). Specifically, we show that
optimal periods of sustained attention, defined objectively
via task performance, were associated with increased segre-
gation and decreased integration in several task-relevant re-
gions alongside increased integration and decreased segre-
gation in sensorimotor. Subjective rating of mind wandering
was a moderator of several networks in this SAN model, such
that greater mind wandering weakened the optimal informa-
tion processing state.

Sustained attention network model

Our data show that intrinsic fluctuations of sustained at-
tention were underpinned by both enhanced integration and
reduced segregation of information processing within au-
ditory and sensorimotor systems, with concurrent reduced
integration and increased segregation within the salience,
cingulo-opercular, dorsal attention and visual systems. These
latter networks are the most consistently activated by rare
task events during gradCPT (Esterman et al., 2013; Forten-
baugh et al., 2015; Fortenbaugh et al., 2013; Kucyi et al.,
2017), and their activity fluctuates with attentional states.
Thus, our results indicate an optimal information processing
mode for these networks, that may underlie their successful
deployment when in the zone as well in successful inhibition
to rare no-go targets.

Until now, there has been no cohesive framework to de-
scribe how these two modes of brain-communication change
as a function of cognition, as the majority of studies have
focused on network segregation only (but see Bertolero et
al., 2015; Crossley et al., 2013; Shine et al., 2016; Yeo et
al., 2015). There is some theoretic (Dehaene et al., 1998)
and empirical evidence suggesting that more complex tasks
favor a more integrated network architecture as opposed to
less cognitively demanding tasks which exhibit a more seg-
regated network organization (Cohen & D’Esposito, 2016;
Stevens et al., 2012; Yue et al., 2017). On the other hand, it
has recently been suggested that complex tasks, when prac-
ticed, favor greater segregation in task-related networks (Finc
et al., 2020), which may be akin to efficient performance dur-
ing in the zone/low variability states (Esterman et al., 2014).
In an auditory detection task designed to map intrinsic fluc-
tuations of vigilance (Sadaghiani et al., 2015), attentional
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lapses were related to reductions of segregation of the default
mode network (DMN) and visual network, similar to our re-
sults. However, this is one of the first studies to consider
how fluctuations in sustained attention and mind wandering,
cognitive processes unbound to task structure, are linked to
segregated and integrated organization of the connectome.

In our SAN model, the strongest task-related network ef-
fects were reflected in increased segregation and decreased
integration of cingulo-opercular and dorsal attention net-
works with optimal sustained attention. There is a body
of research suggesting that increased activity and functional
connectivity within the cingulo-opercular network supports
enhanced tonic alertness (Sadaghiani et al., 2015), the de-
tection of rare targets, and error related task-set reconfig-
urations (Fortenbaugh et al., 2018) while increased activa-
tion and connectivity within the dorsal attention network is
thought to reflect selective goal-directed attention (Corbetta
& Shulman, 2002; M. D. Fox et al., 2006; Sadaghiani et al.,
2015). As reflected in a number of fMRI studies, these at-
tention processes play key roles in the current task since sub-
jects had to maintain attention and alertness across longer
periods of time, selectively deploy goal-directed attention to
rare targets, and reconfigure task set in response to errors and
suboptimal performance (Esterman et al., 2014; Esterman et
al., 2017; Fortenbaugh et al., 2018). Specifically, fMRI dur-
ing gradCPT has revealed that fluctuations between optimal
and suboptimal performance (e.g., in versus out of the zone)
are associated with activity fluctuations in cingulo-opercular,
dorsal attention and default mode networks (Esterman et al.,
2016; Esterman et al., 2013; Esterman et al., 2014; Forten-
baugh et al., 2018; Kucyi et al., 2018). Additionally, fMRI
and electrophysiology suggest that anti-correlations between
these task-related systems and the default mode network help
support attention, especially with the dorsal attention net-
work (Rothlein et al., 2018). However there is some evidence
suggesting that greater activation within the default mode
system supports optimal attention on the one hand, and mind
wandering on the other (Esterman et al., 2013; Fortenbaugh
et al., 2015; Kucyi et al., 2016; Kucyi et al., 2017; Weissman
et al., 2006).

Of note, nodes that exhibited the strongest concurrent seg-
regation and lowest integration during optimal states of atten-
tion (rich hubs of sustained attention) were located within the
cingulo-opercular and default mode networks, in the frontal
lobes. Previous research has suggested that nodes within
the frontal lobe play a central role during challenging tasks
that demand information manipulation and retention with in-
tegration levels of these nodes across large-scale networks
reflecting “network flexibility” (Braun et al., 2015; Stuss,
2006). Recent work has shown that the degree of structural
connections of the white matter fiber tracts from and to the
superior frontal lobe play a central role in the brain’s ease
of state transitions (as measured by brain controllability; Ja-

malabadi et al., 2020), lending further credit to this region’s
role in enabling network flexibility. However, the preferred
segregation of these nodes for optimal attention could reflect
preferred stability, rather than flexibility, as well as suppres-
sion of possible inference of task-unrelated information dur-
ing this relatively monotonous task.

On the other hand, the strongest network effects reflect-
ing decreased segregation and increased integration with op-
timal sustained attention occurred in sensorimotor and audi-
tory networks. This was also reflected in the diverse hubs of
optimal sustained attention which predominantly fell within
these networks. In contrast, these networks are not criti-
cal for optimal visual attention required to perform grad-
CPT. Overall, these systems may benefit from top-down con-
trol/suppression (via integration) and weaker within-network
information processing, which could be an indication of task-
irrelevant processing (Talsma et al., 2010; Zimmer et al.,
2010). Further research is needed to elucidate the association
between these global measures of brain communication and
activation within, as well as functional connectivity between
specific brain systems.

Association of SAN model with mind wandering

Specific networks within and outside our SAN model
showed further interactions with mind wandering, a subjec-
tive measure of attention state, known to impact sustained
performance. In particular, several networks showed reduced
associations (integration or segregation) with objective mark-
ers of sustained attention when mind wandering was high.
Specifically, lower integration levels in the visual system
were associated with optimal attention, however, this was di-
minished with higher mind wandering, suggesting that visual
system is sensitive to perturbations from mind wandering.
This hypothesis finds support from work showing that higher
fidelity of visual representations related to optimal sustained
attention (Rothlein et al., 2018). Further, higher local cen-
trality and network connectivity in visual regions were asso-
ciated with task performance during a visual categorization
task (Ekman et al., 2012). Additionally, higher perceptual
processing disruptions, often referred to as perceptual de-
coupling have been reported to relate to non-deliberate mind
wandering (Seli et al., 2015).

Similarly, the favored lower segregation mode with opti-
mal attention in the subcortical network (lower and higher
segregation with optimal attention respectively) was lost
when mind wandering reports were high. Our finding that
subcortical nodes lost their favored reductions of segrega-
tion levels during mind wandering could indeed be initial
evidence for an overly automatic task processing mode, fa-
cilitating a non-deliberate train of thought which eventually
gives rise to mind wandering. Previous research has high-
lighted the importance of subcortical regions in mind wan-
dering and their potential role in implementing automatic
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constraints (Christoff et al., 2016). Additionally, the default
mode network, which did not interact with optimal attention
alone, showed decreased segregation levels when mind wan-
dering was high. The default mode activation is associated
with both optimal (in the zone) and suboptimal (mind wan-
dering) attention, cognitive measures that notably go in op-
posite direction (Esterman et al., 2013; Kucyi et al., 2016).
While overall, DMN exhibited higher segregation with opti-
mal attention, akin to task-related network effects, mind wan-
dering eliminated this association. This indicates that when
the DMN is occupied with mind wandering, its segregated
state no longer reflects objective measures of sustained atten-
tion (variability, or in/out of zone performance). Thus, this
information processing mode may help explain why DMN
activity can be both optimal and suboptimal (Kucyi et al.,
2016). Additionally, the fronto-parietal network, which was
not related to sustained attention in our SAN model, ex-
hibited reduced levels of segregation with optimal attention
when mind wandering was high, and increased segregation
with optimal attention when mind wandering was low. This
network is commonly associated with mind wandering. A
meta-analysis involving 24 functional neuroimaging studies
of mind wandering reports a co-activation of both executive
and default mode networks. The fronto-parietal network is
thought to couple more with DMN during mind wandering
to select task-unrelated thoughts (K. C. Fox et al., 2015). In-
terestingly, when mind wandering is low, the fronto-parietal
network shows increased optimality with greater segrega-
tion, like other task-related networks. However, this reverses
with high mind wandering, similar to the pattern observed in
the DMN. In this respect, favorable anti-correlation between
both systems during low mind wandering periods could po-
tentially be reflected in our “anti-segregation” pattern exhib-
ited by both systems in our model of optimal sustained atten-
tion.

Limitations

It is unresolved to which degree the present results gener-
alize to other tasks or scenarios. On the one hand, the lack
of abrupt onsets in the gradCPT, versus more typical abrupt
paradigms, may have helped to isolate these intrinsic fluctu-
ations, by reducing exogenous onset cues to distinct trials,
a major advantage of this task. In this respect, the present
task is optimized to assess intrinsic, "self-emergent" fluc-
tuations in attention. Nonetheless, errors and idiosyncratic
task/stimulus properties, or fluctuations in (intrinsic) motiva-
tion could influence attention and we note that while the task
attempts to minimize these factors, we cannot fully rule them
out. The present gradCPT task is interrupted every ∼45s in-
structing subjects to rate their current state of mind. In this
respect, subjects might be constantly in a monitoring mode
throughout the task, which may have undermined the exam-
ination of intrinsic fluctuations of attention. Generalization

across alternative sustained attention paradigms is needed.
Further, this work faced the problem of limited prior research
examining attention fluctuations and fMRI measures of seg-
regation and integration, thus formulating a priori hypotheses
was difficult. Additional research is needed to show how the
present findings are related to more traditional activation and
connectome-based models of sustained attention, as well as
how these approaches can complement each other. This SAN
model should be validated in other tasks and subjects, as well
as tested as predictors of individual and clinical differences
in sustained attention. The results should be replicated with
larger sample size. We chose the Power atlas (Power et al.,
2011) based on a priori citeria (see Material and Methods).
However, similar but not identical results were obtained with
a different parcellation (Schaefer et al., 2018) for the sus-
tained attention models (see Supplementary Figure A4 and
Table A5). However, the interaction effects with mind wan-
dering did not reach significance (see Supplementary Fig-
ure A4 and Table A6. In this regard, results our results should
be replicated with a larger sample size than ours (n=29).

Conclusion and future directions

The present results could be relevant for clinical disorders
with abnormal sustained attention and elevated mind wander-
ing frequency, i.e., in ADHD (Barkley, 1997 and Bozhilova
et al., 2018 respectively). In fact, it has been argued that
sustained attention could serve as a global summary metric
for a subject’s general attention abilities, given that sustained
attention involves a multi-faceted set of attentional functions,
such as alertness, goal directed attention, enhancement of
selected information (Coste et al., 2011) and inhibition of
task-irrelevant information (Chun et al., 2011). There is ev-
idence that impairments of attention in ADHD and healthy
subjects are related to a variety of distributed connections
between nodes or networks across the whole-brain connec-
tome (Castellanos & Proal, 2012; Rosenberg et al., 2016).
Instead of mapping node-to-node connectivity, our approach
was to evaluate how global attributes of brain communica-
tion, thought to reflect different modes of information pro-
cessing, underlies cognitive fluctuations. In sum, this work
mapped two converging communication modes throughout
the large-scale functional architecture to behavioral fluctua-
tions in sustained attention and task-unrelated thought. This
study has the potential to advance current neurocognitive
models of attention and establishes a new methodological
and theoretical approach to linking brain and behavior.
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Figure A1
Behavioral results. Pearson correlation of RT-SD with attention lapses (commission errors), mean off-task rating and RT-SD, and mean
off-task rating with attention lapses (commission errors), and mean reaction time (RT-M) with attention lapses (commission errors). RT-SD,
standard deviation of reaction time, RT-M, mean of reaction time
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Figure A2
Within-subject Pearson correlation between integration and segregation. The mean within-subject correlation was negative (r = −0.43) and
significantly greater smaller zero (T28, p < 0.001)
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Figure A3
Within-subject Pearson correlation between degree of mind wandering and behavioral variability The mean within-subject correlation was
positive (r = 0.16) and significantly greater than zero (T28, p = .003).
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Figure A4
Sustained attention network (SAN) model based on two modes of information processing across the whole-brain connectome, the diversity
of cross-community connectivity (BT ) and degree of within-community connectivity (WT ). Network assignments are derived from the
Schaefer parcellation with 200 regions (Schaefer et al., 2018). (a) and (b) display the interaction effect of RT variability (dichotomized
into optimal and sub-optimal sustained attention, corresponding to low and high variability, respectively) and network assignment for a
linear mixed effects model predicting BT and WT . The dichotomization of RT variability (performed using a median split) was only for
visualization purposes, whereas the original models used a continuous variable. (c) and (d) display the interaction effect of RT variability,
degree of mind wandering, and network assignment for a linear. Significance levels: ∗p < .05, ∗ ∗ p < .01, ∗ ∗ ∗p < .001.
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Table A1
Mixed Effects Regression. Sustained attention model.

BT WT

Predictors Estimates CI p Estimates CI p
(Intercept) .03 -.26 - .33 .815 .73 .71 - .75 <.001
Au -.03 -.07 - .00 .086 -1.49 -1.52 - -1.46 <.001
Ce .23 .19 - .27 <.001 -2.82 -2.85 - -2.79 <.001
CO -.29 -.33 - -.26 <.001 -1.02 -1.05 - -.99 <.001
DA -.47 -.51 - -.43 <.001 -1 -1.03 - -.97 <.001
DM -.19 -.23 - -.15 <.001 -1.04 -1.07 - -1.01 <.001
FP -.01 -.04 - .03 .771 -1.72 -1.75 - -1.69 <.001
Sa -.04 -.08 - -.00 .039 -1.41 -1.44 - -1.38 <.001
SM -.03 -.06 - -.00 .042 -1.41 -1.43 - -1.39 <.001
Su .39 .35 - .43 <.001 -2.52 -2.55 - -2.49 <.001
VA .2 .16 - .23 <.001 -1.87 -1.90 - -1.84 <.001
Vi -.2 -.24 - -.17 <.001 -1.18 -1.21 - -1.15 <.001
RTsd -.01 -.02 - .00 .143 0 -.01 - .00 .332
run -.01 -.02 - -.01 <.001
Au * RTsd -.09 -.13 - -.06 <.001 .26 .23 - .29 <.001
Ce * RTsd -.01 -.05 - .03 .551 .02 -.01 - .05 .187
CO * RTsd .13 .09 - .16 <.001 -.13 -.16 - -.10 <.001
DA * RTsd .17 .13 - .20 <.001 -.17 -.20 - -.14 <.001
DM * RTsd 0 -.03 - .04 .859 -.07 -.10 - -.04 <.001
FP * RTsd 0 -.04 - .03 .912 -.01 -.04 - .02 .35
Sa * RTsd .06 .02 - .10 .001 -.07 -.10 - -.04 <.001
SM * RTsd -.09 -.12 - -.07 <.001 .18 .16 - .20 <.001
Su * RTsd -.02 -.06 - .02 .341 .07 .04 - .10 <.001
VA * RTsd -.02 -.06 - .01 .203 .06 .03 - .09 <.001
Vi * RTsd .07 .03 - .10 <.001 -.05 -.08 - -.02 .002
Random Effects
σ2 .35 .22
τ00 .64 .00
N 29 Subjects 29 Subjects
Marginal R2 .028 .773
Conditional R2 .655 .776

Note: BT is the diversity of connectivity across time-varying communities (quantified by the participa-
tion coefficient), WT is the degree of connectivity within time-varying communities (quantified by within-
module degree Z score). Network assignment was derived from the Power parcellation (Power et al.,
2011). Au, Auditory; Ce, Cerebellar; CO, Cingulo-opercular; DM, Default mode; DA, Dorsal attention; FP,
Fronto-parietal; Sa, Salience; SM, sensory/somato-motor; VA, Ventral attention; Vi, Visual; RTsd, standard
deviation of reaction time; σ2, random effect variance; τ00, between-subject variance; CI, bootstrapped 95%
confidence intervals. All p-values were computed via Wald-statistics approximation (treating t as Wald z).
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Table A2
Mixed Effects Regression. Sustained attention model interacting with task-unrelated thought.

BT WT

Predictors Estimates CI p Estimates CI p
Intercept .03 -.26 .33 .822 .73 .71 .75 <.001
Au -.03 -.07 .01 .135 -1.48 -1.51 -1.45 <.001
Ce .23 .19 .27 <.001 -2.83 -2.86 -2.79 <.001
CO -.3 -.34 -.26 <.001 -1.01 -1.05 -.98 <.001
DA -.46 -.50 -.42 <.001 -1 -1.03 -.96 <.001
DMN -.19 -.23 -.15 <.001 -1.06 -1.09 -1.03 <.001
FP -.01 -.05 .04 .792 -1.73 -1.77 -1.70 <.001
Sa -.05 -.09 -.01 .015 -1.41 -1.44 -1.37 <.001
SM -.02 -.05 .01 .111 -1.4 -1.43 -1.38 <.001
Su .39 .35 .43 <.001 -2.5 -2.53 -2.47 <.001
VA .2 .16 .24 <.001 -1.87 -1.90 -1.83 <.001
Vi -.19 -.23 -.15 <.001 -1.19 -1.22 -1.16 <.001
RTsd -.01 -.02 .01 .278 -.01 -.02 .01 .328
TF -.01 -.02 .00 .133 0 -.01 .01 .47
Run -.01 -.02 -.00 .001
Au * RTsd -.08 -.12 -.04 <.001 .25 .22 .28 <.001
Ce * RTsd -.02 -.06 .02 .37 -.02 -.05 .02 .308
CO * RTsd .13 .09 .17 <.001 -.13 -.16 -.10 <.001
DA * RTsd .14 .10 .18 <.001 -.11 -.14 -.08 <.001
DMN * RTsd -.01 -.06 .03 .482 -.06 -.09 -.03 <.001
FP * RTsd -.01 -.05 .03 .64 .01 -.03 .04 .738
Sa * RTsd .06 .02 .10 .005 -.07 -.10 -.04 <.001
SM * RTsd -.08 -.11 -.05 <.001 .16 .13 .18 <.001
Su * RTsd -.02 -.06 .02 .446 .07 .04 .11 <.001
VA * RTsd -.01 -.06 .03 .48 .05 .02 .08 .003
Vi * RTsd .06 .02 .10 .003 -.05 -.08 -.01 .004
Au * TF -.03 -.07 .01 .15 .04 .01 .07 .016
Ce * TF .02 -.02 .06 .384 .09 .06 .12 <.001
CO * TF 0 -.04 .04 .911 .01 -.02 .04 .514
DA * TF .08 .03 .12 <.001 -.14 -.17 -.11 <.001
DMN * TF .05 .00 .09 .031 -.03 -.06 .00 .05
FP * TF .02 -.02 .06 .347 -.06 -.09 -.02 .001
Sa * TF 0 -.04 .04 .898 -.01 -.04 .03 .705
SM * TF -.04 -.07 -.01 .004 .06 .03 .08 <.001
Su * TF -.01 -.05 .03 .763 -.01 -.04 .02 .649
VA * TF -.02 -.06 .02 .315 .03 -.00 .06 .054
Vi * TF .02 -.02 .06 .328 -.01 -.04 .03 .75
RTsd * TF 0 -.01 .01 .911 0 -.01 .01 .673
Au * RTsd * TF 0 -.04 .04 .967 -.03 -.06 -.00 .046
Ce * RTsd * TF 0 -.04 .04 .947 0 -.03 .03 .974
CO * RTsd * TF .01 -.03 .05 .646 -.02 -.05 .01 .134
DA * RTsd * TF -.03 -.06 .01 .166 .02 -.01 .05 .276
DMN * RTsd * TF 0 -.04 .04 .978 .04 .01 .07 .01
FP * RTsd * TF 0 -.04 .04 .901 .04 .01 .07 .015
Sa * RTsd * TF .03 -.01 .06 .165 -.01 -.05 .02 .331
SM * RTsd * TF -.01 -.03 .02 .71 -.03 -.05 -.01 .005
Su * RTsd * TF 0 -.03 .04 .831 -.05 -.08 -.02 <.001
VA * RTsd * TF -.01 -.05 .03 .532 -.02 -.05 .01 .109
Vi * RTsd * TF -.04 -.08 -.00 .034 .02 -.01 .05 .216
Random Effects
σ2 .35 .22
τ00 .64 .00
N 29 Subjects 29 Subjects
Marginal R2 .028 .775
Conditional R2 .656 0.777

Note: BT is the diversity of connectivity across time-varying communities (quantified by the participation coef-
ficient), WT is the degree of connectivity within time-varying communities (quantified by within-module degree
Z score). Network assignment was derived from the Power parcellation (Power et al., 2011). Au, Auditory; Ce,
Cerebellar; CO, Cingulo-opercular; DMN, Default mode; DA, Dorsal attention; FP, Fronto-parietal; SA, Salience;
SM, sensory/somato-motor; VA, Ventral attention; Vi, Visual; RTsd, standard deviation of reaction time; TF, task
focus. σ2, random effect variance; τ00, between-subject variance; CI, bootstrapped 95% confidence intervals. All
p-values were computed via Wald-statistics approximation (treating t as Wald z).
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Table A3
Rich hubs of optimal sustained attention

Node index Node label Putative system Estimate WT Estimate BT MNI x MNI y MNI z
54 Supp_Motor_Area_R Cingulo-opercular Task Control -.0192 .0130 7 8 51
251 Precuneus_R Dorsal attention -.0171 .0104 10 -62 61
99 Frontal_Sup_L Default mode -.0145 .0059 -16 29 53
104 Frontal_Sup_L Default mode -.0143 .0066 -20 45 39
170 Calcarine_R Visual -.0141 .0113 6 -81 6
105 Frontal_Sup_Medial_R Default mode -.0141 .0055 6 54 16
47 Supp_Motor_Area_L Cingulo-opercular Task Control -.0133 .0110 -3 2 53
146 Calcarine_L Visual -.0116 .0095 -8 -81 7
27 Postcentral_L Sensory/somatomotor Hand -.0109 .0095 -38 -27 69
137 Frontal_Inf_Orb_L Default mode -.0108 .0047 -46 31 -13
263 Parietal_Sup_L Dorsal attention -.0107 .0074 -17 -59 64
139 Frontal_Inf_Orb_R Default mode -.0104 .0042 49 35 -12
145 Calcarine_R Visual -.0104 .0099 8 -72 11
103 Frontal_Sup_L Default mode -.0096 .0065 -10 55 39
213 Supp_Motor_Area_L Salience -.0096 .0066 -1 15 44
26 Postcentral_R Sensory/somatomotor Hand -.0095 .0074 50 -20 42
83 Temporal_Mid_L Default mode -.0086 .0042 -68 -23 -16
37 undefined Sensory/somatomotor Hand -.0084 .0084 -38 -15 69
255 Postcentral_R Sensory/somatomotor Hand -.0081 .0099 47 -30 49
209 Insula_R Salience -.0079 .0083 36 22 3
50 Frontal_Sup_L Cingulo-opercular Task Control -.0077 .0047 -16 -5 71

Note: Table shows hub nodes of optimal attention exhibiting concurrently high segregation and low integration. Node index,
index of node of the Power parcellation (Power et al., 2011), Node label, labels derived from the Automated Anatomical La-
beling (Tzourio-Mazoyer et al., 2002) fitted onto the Power atlas. Estimate WT , Estimate of interaction term between reaction
time variability and node index of the Power atlas derived from a mixed effects model predicting segregation of information
processing, quantified by the within-module degree z-score, Estimate BT , Estimate of interaction term between reaction time
variability and node index of the Power parcellation derived from a mixed effects model predicting integration of information
processing, quantified by the participation coefficient, MNI xyz, coordinates of node position in MNI space.

Table A4
Diverse hub nodes of optimal sustained attention

Node index Node label Putative system Estimate BT Estimate WT MNI x MNI y MNI z
63 Temporal_Sup_R Auditory -.0085 .0192 58 -16 7
46 Postcentral_R Sensory/somatomotor Mouth -.0084 .0158 66 -8 25
42 Postcentral_L Sensory/somatomotor Mouth -.0075 .0088 -49 -11 35
41 Precentral_R Sensory/somatomotor Hand -.0072 .0130 38 -17 45
19 Postcentral_R Sensory/somatomotor Hand -.0071 .0105 13 -33 75
66 Temporal_Sup_L Auditory -.0068 .0132 -49 -26 5
45 Postcentral_L Sensory/somatomotor Mouth -.0068 .0071 -53 -10 24
31 Supp_Motor_Area_R Sensory/somatomotor Hand -.0067 .0095 10 -17 74
18 Paracentral_Lobule_L Sensory/somatomotor Hand -.0067 .0097 -7 -33 72
44 Postcentral_R Sensory/somatomotor Mouth -.0065 .0101 51 -6 32
237 Temporal_Sup_L Ventral attention -.0064 .0060 -55 -40 14
39 Paracentral_Lobule_R Sensory/somatomotor Hand -.0062 .0095 2 -28 60
71 Rolandic_Oper_R Auditory -.0061 .0143 56 -5 13
90 Precuneus_L Default mode -.0056 .0072 -11 -56 16
28 undefined Sensory/somatomotor Hand -.0056 .0087 20 -29 60
62 Temporal_Sup_R Auditory -.0051 .0133 65 -33 20
70 Rolandic_Oper_L Auditory -.0051 .0090 -55 -9 12
61 undefined Auditory -.0050 .0077 32 -26 13
5 Rectus_R Uncertain -.0050 .0060 8 41 -24
36 Precentral_R Sensory/somatomotor Hand -.0046 .0072 42 -20 55
17 Paracentral_Lobule_L Sensory/somatomotor Hand -.0046 .0066 -7 -21 65
117 Temporal_Mid_L Default mode -.0045 .0073 -56 -13 -10
43 Insula_R Sensory/somatomotor Mouth -.0045 .0101 36 -9 14
192 Parietal_Inf_R Fronto-parietal Task Control -.0042 .0089 44 -53 47
141 Lingual_R Uncertain -.0040 .0056 17 -91 -14
64 Rolandic_Oper_L Auditory -.0039 .0148 -38 -33 17

Note: Node index, index of node of the power atlas (Power et al., 2011), Table shows hub nodes of optimal attention exhibiting
concurrently high integration and low segregation. Node label, labels derived from the Automated Anatomical Labeling (Tzourio-
Mazoyer et al., 2002) fitted onto the Power atlas. Estimate BT , Estimate of interaction term between reaction time variability and
node index of the Power atlas derived from a mixed effects model predicting integration of information processing, quantified
by the participation coefficient,Estimate WT , Estimate of interaction term between reaction time variability and node index of
the Power atlas derived from a mixed effects model predicting segregation of information processing, quantified by the within-
module degree z-score, MNI xyz, coordinates of node position in MNI space.
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Table A5
Mixed Effects Regression. Sustained attention model (Schaefer parcellation).

BT WT

Predictors Estimates CI p Estimates CI p
Intercept -.08 -.33 .17 .54 .13 .09 .17 <.001
DA -.13 -.19 -.06 <.001 .78 .72 .84 <.001
DM -.33 -.39 -.27 <.001 .25 .19 .31 <.001
FP -.09 -.15 -.02 .006 -.14 -.20 -.08 <.001
Li .41 .35 .47 <.001 -1.86 -1.91 -1.80 <.001
SM .22 .16 .29 <.001 .03 -.03 .08 .34
VA .11 .05 .18 <.001 .4 .34 .45 <.001
Vi .2 .14 .26 <.001 -.52 -.57 -.46 <.001
RTsd -.04 -.09 .01 .08 0 -.04 .04 .988
Run .01 .00 .03 .037
DA * RTsd .02 -.04 .08 .524 -.12 -.18 -.07 <.001
DM * RTsd .05 -.01 .12 .081 -.06 -.11 -.00 .045
FP * RTsd .01 -.05 .07 .659 -.09 -.14 -.03 .002
Li * RTsd -.01 -.08 .05 .656 -.02 -.07 .04 .58
SM * RTsd -.07 -.14 -.01 .016 .23 .17 .28 <.001
VA * RTsd .01 -.05 .07 .802 -.1 -.15 -.04 .001
Vi * RTsd -.03 -.09 .03 .364 .09 .04 .15 .001
Random Effects
σ2 .52 .43
τ00 .45 .00
N 29 Subjects 29 Subjects
Marginal R2 .052 .568
Conditional R2 .496 .569

Note: BT is the diversity of connectivity across time-varying communities (quantified by the
participation coefficient), WT is the degree of connectivity within time-varying communities
(quantified by within-module degree Z score). Networks were derived from the Schaefer
parcellation (Schaefer et al., 2018) with 200 regions. DA, Dorsal attention; DM, Default
mode; FP, Fronto-parietal; Li, Limbic; SM, sensory/somato-motor; VA, Ventral attention; Vi,
Visual; RTsd, standard deviation of reaction time; σ2, random effect variance; τ00, between-
subject variance; CI, bootstrapped 95% confidence intervals. All p-values were computed
via Wald-statistics approximation (treating t as Wald z).
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Table A6
Mixed Effects Regression. Sustained attention model interacting with task-unrelated thought (Schaefer parcellation).

BT WT

Predictors Estimates CI p Estimates CI p
Intercept -.11 -.36 .15 .416 .13 .09 .18 <.001
DA -.13 -.20 -.07 <.001 .8 .74 .86 <.001
DM -.34 -.40 -.27 <.001 .25 .19 .31 <.001
FP -.09 -.15 -.02 .011 -.16 -.22 -.09 <.001
Li .42 .35 .49 <.001 -1.87 -1.93 -1.80 <.001
SM .22 .16 .29 <.001 .05 -.02 .11 .146
VA .12 .05 .18 .001 .38 .32 .44 <.001
Vi .21 .14 .28 <.001 -.52 -.58 -.46 <.001
RTsd -.05 -.10 .00 .055 0 -.04 .04 .986
TF -.04 -.09 .01 .095 0 -.04 .04 .99
Run .02 .01 .03 .005
DA * RTsd 0 -.07 .07 .972 -.09 -.15 -.03 .006
DM * RTsd .04 -.02 .11 .207 -.03 -.09 .03 .34
FP * RTsd .02 -.04 .09 .477 -.11 -.17 -.04 .001
Li * RTsd .01 -.06 .07 .823 -.05 -.11 .01 .09
SM * RTsd -.06 -.13 .00 .067 .21 .15 .27 <.001
VA * RTsd .02 -.05 .08 .637 -.11 -.17 -.05 <.001
Vi * RTsd -.03 -.10 .03 .344 .09 .03 .15 .005
DA * TF .05 -.02 .12 .14 -.08 -.15 -.02 .007
DM * TF .03 -.04 .09 .434 -.07 -.13 -.01 .022
FP * TF -.03 -.09 .04 .424 .04 -.02 .10 .224
Li * TF -.05 -.12 .02 .139 .09 .03 .15 .004
SM * TF -.03 -.10 .04 .363 .06 -.00 .12 .062
VA * TF -.02 -.09 .05 .542 .04 -.02 .10 .234
Vi * TF .01 -.05 .08 .664 .01 -.05 .07 .671
RTsd * TF .05 .00 .09 .041 0 -.04 .04 .992
DA * RTsd * TF .01 -.05 .07 .754 -.04 -.10 .01 .146
DM * RTsd * TF .01 -.06 .07 .858 .02 -.04 .07 .597
FP * RTsd * TF 0 -.06 .07 .889 .03 -.03 .09 .292
Li * RTsd * TF -.01 -.08 .05 .648 .02 -.04 .07 .596
SM * RTsd * TF 0 -.06 .07 .902 -.05 -.11 .01 .087
VA * RTsd * TF 0 -.06 .06 .977 .03 -.03 .09 .294
Vi * RTsd * TF -.02 -.08 .04 .491 .01 -.04 .07 .671
Random Effects
σ2 .51 .43
τ00 .47 .00
N 29 Subjects 29 Subjects
Marginal R2 .058 .572
Conditional R2 .51 .572

Note: BT is the diversity of connectivity across time-varying communities (quantified by the partic-
ipation coefficient), WT is the degree of connectivity within time-varying communities (quantified
by within-module degree Z score). Networks were derived from the Schaefer parcellation (Schaefer
et al., 2018) with 200 regions. DA, Dorsal attention; DM, Default mode; FP, Fronto-parietal; Li,
Limbic; SM, sensory/somato-motor; VA, Ventral attention; Vi, Visual; RTsd, standard deviation of
reaction time; TF, task focus. σ2, random effect variance; τ00, between-subject variance; CI, boot-
strapped 95% confidence intervals. All p-values were computed via Wald-statistics approximation
(treating t as Wald z).
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